
BioGecko                                         Vol 12 Issue 03 2023  

                                                         ISSN NO: 2230-5807 
 

1913 
A Journal for New Zealand Herpetology 
 

Horizontal Scalability based Load Balancing in Cloud Computing for 

Efficient Task Allocation using Group Task Algorithm 
 

Aruna Mailavaram 

Asst. Prof. in Keshav Memorial Institute of Technology, Hyderabad, India. 

Dr. B.Padmaja Rani 

Prof. JNTUH College of Engineering, Hyderabad, India. 

 

Abstract : 

Cloud computing is a new paradigm with the goal of providing on-demand, pay-as-you-go, network 

access to shared resources in a metered, self-service, dynamically expandable manner. . In this research 

work, some concerns in task scheduling were explored, such as task processing time, execution delay, 

server failure and complexity. The tasks that are arriving can be classified as high priority and normal 

priority tasks and they are allocated to respective server groups with Virtual Machines (VM). The virtual 

machine if allotted with any task fails, the traditional models fails to allot a new virtual machine to avoid 

the delay in the cloud environment. The proposed model considers with dynamic resource allocations 

using machine learning technique that are required to process tasks without delay. In this research, a 

Horizontal Scalability Model using Grouped Task Allocation (HSM-GTA) is proposed. The proposed 

model reassigns the tasks of failed virtual machines to the new available virtual machines to reduce delays 

in processing. The proposed model is compared with the traditional model and the results represent that 

the proposed model performance is enhanced. 

Keywords: Horizontal Scalability, Task Allocation, Resource Allocation, Machine Learning, Failed 

Servers, Dynamic Scheduling. 

1. Introduction : The name "Cloud Computing" is derived from the reference to a "cloud" that is 

commonly used to describe the Internet in most technical designs. When a firm uses cloud computing, it 

is offered a variety of resources that are actually held by a third-party supplier and located within their 

own data centres [1]. Physical hosts' resources are virtualized in the virtual machines through VMs [3]. 

Because of this, task allocation is critical [4]. Our focus in this study is to minimise the time it takes to 

complete a task and maximize the utilization of resources and also to add required resources dynamically 

to enhance computing power. There are two types of resource allocation algorithms: static and dynamic 

[5]. The on-demand feature and elasticity will not be taken into account in traditional models [6]. 

Horizontal scaling is the process of adding more servers to handle your current workload while 

distributing it among them in order to keep the load on each one to a manageable level[9].There is a focus 

on the system's ability to adapt an increasing problem scope, which is referred to as the system's 

scalability [10].  

2. Literature survey :  As a Cloud Computing term goes, load balancing refers to ensuring that all of the 

available resources are not overburdened or under loaded [11]. Meta-scheduler was proposed by Dubey et 

al. [1] in order to remove the limitations of the Improved Bat.  

According to Chen et al. [2], min-min load balancing can reduce the execution time of activities while 

simultaneously eliminating the downside of min-min scheduling. The scheduler selects the smallest task 

Ti and calculates the waiting time at all operating virtual machines to assign the task to the virtual 

machine that can complete it in the shortest amount of time.  

Auto-scaling is defined bySinghet al., [7] by examining the classification system of auto-scaling 

techniques. This opens up a wide range of new research areas, particularly in the area of self-scaling 

technology. Kumar et al. [8] proposed a novel simulated cluster architectural style for dynamic scaling of 

cloud services in a virtualization cloud computing environment. 
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 3. Proposed Work 

According to the proposed paradigm, Cloud Computing applications can prevent unbalanced workloads 

by providing efficient resource allocation. Workload movement and task rejection concerns in the cloud 

can be addressed by this strategy. To submit requests to the cloud, customers can use a variety of different 

devices to connect to the Internet. Using the Cloudlet Schedule Time Shared algorithm, the model 

submits tasks in random and assigns them to VMs based on the Deadline and Complete Time parameters 

along with resource utilization time levels. The Data Center (DC) in Cloud Computing can be thought of 

as a huge storage facility for cloud storage and their associated data. Whenever a request comes in, the 

DC forwards it to the currently active load balancer. If the suggested algorithm is found to be violated, it 

will be implemented as a Scheduler in this model layer, which will be the first in the literature to handle 

migrations in cases of violation. When it comes to virtual machine allocation [12], the bottom layer is 

responsible for this task (VMs). To maximize CPU and cloud resources, the proposed framework offers 

dynamic scheduling and load balancing using horizontal scalability model. In this research, a Horizontal 

Scalability Model using Grouped Task Allocation (HSM-GTA) is proposed. The failed tasks are handled 

effectively by rescheduling such tasks to available server groups that is added using horizontal scalability 

model using machine learning technique. The model is trained with the strategy failed and further 

resource allocations can be performed using the trained model. The proposed model with group task 

allocation procedure is explained in the algorithm. 

Algorithm HSM-GTA 

{Step-1:  Initialize the resource pool with ResPool{RID, Rtype, RLock}, TaskList{TID, Ttime, 

TResReq} 

Step-2: The input tasks are considered and all the tasks are inserted into a Task Input Queue (TIQ) by 

allocating the TID and then calculates the Ttime and number of required resources to complete the 

operation. 

Step-3: The resources that enters into the ResPool are registered for efficient allocation and distribution to 

avoid resource sharing collisions. The resource registration is performed as 

RID(𝑅(𝑁)) =
𝑆𝑒𝑟𝐺𝑟𝑜𝑢𝑝(𝑁)

𝑁(𝑖)
∗∑𝑠𝑒𝑡(𝐼𝐷(𝑅(𝑖))𝑖

𝑁

𝑅

𝑖=1

+ (𝑇𝑖𝑚𝑒𝐼𝑛𝑠𝑡𝑎𝑛𝑐𝑒) + 𝑇ℎ 

Here SerGroup(N) represents the server groups considered address,  ID is the task ID, R is the resource 

considered, Th is threshold time to delay the waiting levels. 

Step-4: The incoming tasks are arranged in the TIQ and then the tasks are classified based on the Ttime 

and TResReq. The task classification is performed as 
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Here minimum execution time tasks are considered as a separate cluster from maximum time taking tasks. 

The min limit and max limit are the tasks IDs that can have a maximum limit for scheduling. 

Step-5: The tasks after classification are arranged as high priority and normal priority tasks based on the 

Ttime and TResReq. The identification of normal and high priority tasks are performed as 
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The task classification is done based on the burst time of the tasks. The resources are allocated to the 

scheduled tasks after classification. 

Step-6: The resources are allocated to the required group tasks based on the server groups allotted for 

successful execution without delays. The group tasks allocation to server group is performed 

as 𝐺𝑟𝑜𝑢𝑝𝑇𝑎𝑠𝑘(TaskClassific(i)) = (∑ ∑
|min(𝑅𝐼𝐷(𝑖)|

|𝑀𝑎𝑥𝑇𝐼𝑚𝑒(𝑇(𝑖))|𝑖,𝑗𝜀𝑅𝐼𝐷
𝑖∈𝑅𝑖

𝑁

∗ min(HighPri(T[i])) +

max(NormPri(T[i]))) 

Here T is the current task considered for scheduling. The priority is allocated to the tasks based on burst 

time and required resources to avoid delay in the cloud environment. The high priority tasks are 

scheduled prior to normal tasks to avoid delays. 

Step-7: The horizontal scalability model is applied to enhance the services to reduce the delay. The tasks 

that are in the waiting state because of lack of resources will trigger the horizontal scalability model that 

improves the system capabilities dynamically. The process is performed as 
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𝐻𝑜𝑟𝑧. 𝑆𝑐𝑎𝑙(𝑅𝐼𝐷(𝑁), 𝑇𝐼𝐷(𝑀)) =∑𝑚𝑎𝑥𝑅𝑒𝑠𝑢𝑠𝑎𝑔𝑒(𝑇(𝑖)) + 𝑉𝑀(𝑖 + 1) + 𝑎𝑑𝑑(𝑅𝐼𝐷(𝑖 + 1)) + 𝑅𝑒𝑠𝑎𝑣𝑔

𝑁

𝑖=1

 

Here VM is the virtual machines considered and the maximum resource usage is considered for efficient 

scheduling. To the VMs new VMs are added to improve the cloud capabilitiles. 

Step-8: The Error rate is calculated for the load balancing by performing strategic resource allocation and 

task allocation. The error rate is calculated as 

𝐸𝑟𝑟𝑜𝑟𝑟𝑎𝑡𝑒 =
1

𝑇𝐼𝐷𝑖𝑅𝐼𝐷𝑚

∑ ∑ 𝑚𝑖𝑛(𝑤𝑎𝑖𝑡𝑡𝑖𝑚𝑒(𝑅𝐼𝐷(𝑖)) + 𝑚𝑎𝑥(𝑇𝑡𝑖𝑚𝑒(𝑖))
^

𝑁2

𝑗=1

𝑁1
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∑ 𝑇𝑜𝑡𝑎𝑙_𝑒𝑥𝑒𝑐_𝑡𝑖𝑚𝑒(𝑇(𝑖))
R

𝑖=1

 

} 

4.  Results 

To increase cloud computing performance levels, scale up or down of IT resources can be performed in 

the cloud as needed to meet changing requirements . The proposed model implements horizontal 

scalability model using machine learning . The proposed model is implemented in CloudSim and can be 

executed in Eclipse platform. The proposed Horizontal Scalability Model using Grouped Task Allocation 

(HSM-GTA) model is compared with the traditional cloud-native Multi-Agent Platform (cloneMAP) 

model and the results are evaluated by evaluating the parameters like Cloud Setup Time, Scaling out 

Time Levels, Resource Registration Time Levels, Task Classification Accuracy, All the parameters are 

measured in terms of milli seconds. Task Classification accuracy is a percentage. The cloud setup time 

levels of the proposed and traditional models are shown in Figure 1. 

 

 

Fig 1: Cloud Setup Time 
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The scaling out levels of the proposed and traditional model are represented in Figure 2. The results 

represent that the proposed model scale out time levels are less when compared to traditional models. 

 

Fig 2:Scaling out Time Levels 

The resources are initially registered in the cloud resource pool for efficient allocation and distribution for 

handling tasks. The resource registration time levels of the proposed and traditional model is indicated in 

Figure 3. 

 

Fig 3: Resource Registration Time Levels 

 

The tasks received are classified based on the execution time and the resource utilization time and such 

tasks are allotted to respective server groups to avoid delays. The task classification accuracy levels of the 

proposed and traditional  models are shown in Figure 4. 
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Fig 4: Task Classification Accuracy 

 

5. Conclusion  

Scalability is one of the most exciting features of cloud computing, allowing customers to use the 

resources they need as they see fit. The challenge of dealing with the unpredictability of cloud services 

and applications. More than anything else, the ability to scale is critical. When the need arises, resources 

can be scaled in and scaled out. It can be either static or dynamic. In the Cloud, however, dynamic or 

Auto scaling is the most commonly implemented and preferred method of scaling. The ability of a system 

to handle an increase in data processing demands is referred to as system scaling. Scaling platforms for 

big data processing uses Horizontal Scaling in the proposed research work, Horizontal Scalability Model 

using Grouped Task Allocation (HSM-GTA) with dynamic resource allocations using machine learning 

technique that are required to process tasks without delay is proposed. With scaling, load balancing is 

taken into account by dynamically allocating and reassigning overall load among all nodes to maximise 

resource utilisation. As a result, the system's performance is enhanced by distributing resources in an 

equitable and efficient manner. In future dynamic resource handling model can be optimized and the 

number of resource pools can also be improved for still enhancing the performance levels. 
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