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Abstract 

Diabetes is a common, chronic disease. Prediction of diabetes at an early stage 

can lead to improved treatment. Datamining techniques are widely used for 

prediction of disease at an early stage. In this research paper, diabetes is predicted 

using significant attributes, and the relationship of the different attributes is also 

characterized. Various tools are used to determine significant attribute selection, 

and for clustering, prediction, and association rule mining for diabetes. Significant 

attributes selection was done via the principal component analysis method. Our 

findings indicate a strong association of diabetes with body mass index (BMI) and 

with glucose level, which was extracted via the A priori method. K-nearest 

neighbor (KNN), support vector machine (SVM) and K-means clustering 

techniques were implemented for the prediction of diabetes. The KNN technique 

provided a best accuracy of 77%, and may be useful to assist medical 

professionals with treatment decisions. 

 

1. INTRODUCTION 

The disease or condition which is continual or whose effects are permanent is a 

chronic condition. This type of diseases a  effect quality of life, which is the major 

adverse effect. Diabetes is one of the mostacute diseases, and is present worldwide. A 

major reason of deaths in adults across the globe includes this chronic condition. 

Chronic conditions are also cost associated. A major portion of budget is spent on 

chronic diseases by governments and individuals. 

The world wide statistics for diabetes in the year 2013 revealed around 382 million 

individuals had this ailment around theworld. It was the fifth leading cause of death in 

women and eight leading cause of death for both sexes in 2012. Higher income 

countries have a high probability of diabetes. In 2017, approximately 451 million 

adults were treated with diabetes worldwide. It is projected that in 2045, almost 

693million patients with diabetes will exist around the globe and half of the 

population will be undiagnosed. In addition, 850million USD were spent on patients 

with diabetes in 2017. Research on biological data is limited but with the passage of 
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time enables computational and statistical models to be used for analysis. Data 

mining is the process of extractingfrom data and can be utilized to create a 

decision making process withefficiency in the medical domain. Several data 

mining techniques have been utilized for disease prediction as well as for 

knowledge discovery from biomedicaldata. 

Diagnosis of diabetes is considered a challenging problem for quantitative 

research. Some parameters likeA1C, fructosamine, white blood cellcount, 

fibrinogen and hematological indices were shown to be in effective due to some 

limitations. Different research studies used these parameters for the diagnosis of 

diabetes. A few treatments have thought to raise A1C including chronic ingestion of 

liquor, salicylates and narcotics. Ingestion of vitamin C may elevate A1cwhen 

estimated by electrophores is but levels may appear to diminish when estimated by 

chromatography. Most studies have suggested that a higher white blood cell count is 

due to chronic inflammation during hypertension. A family history of diabetes has not 

been associated with BMI and insulin. However, an increased BMI is not always 

associated with abdominal obesity. A single parameter is not very effective to 

accurately diagnose diabetes and may be misleading in the decision making process. 

There is a need to combine different parameters to effectively predict diabetes at an 

early stage. Several existing techniques have not provided effective results when 

different parameters were used for prediction of diabetes. In our study, diabetes is 

predicted with the assistance of significant attributes, and the association of the 

differing attributes. We examined the diagnosis of diabetes using Logistics 

Regression, Naïve Bayes Classifier, K-Nearest Neighbour and Support Vector 

Machine. 

 

Data Source 

Pima Indian Diabetes Database is afamiliar and commonly used data set for the 

prediction of diabetes. This data set consists of 768 rows and 9 columns. The 

attributes included in the column are glucose, pregnancies, skin thickness, blood 

pressure, BMI, insulin, age, and outcomes. The outcome variable predicts whether the 

patient is diabetic, positive or diabetic-negative. Pandas function is utilized to read. 

CSV file where the data set file is in excel format. 

The data set used in this study, is originally taken from the National Institute of 

Diabetes and Digestive and Kidney Diseases. The main Objective  of using this 

dataset was to predict through diagnosis whether a patient has diabetes, based on 

certain diagnostic measurements included in the dataset.  

 

Data Description 

Table 1 

Variable Name Description 

GLUCOSE LEVEL 

 

A blood sugar level less than 140 mg/dL (7.8 mmol/L) is 

normal. 

BLOOD PRESSURE 

 
BLOOD PRESSURE( IN  120/80 mm/Hg) 

PREGNANCIES 

 
no. of pregnant women in the dataset. 

SKIN THICKNESS The mean skin thickness of males ranged from 0.6 mm to 
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 3.30 mm and in females it ranged from 1.30 mm to 3.10 

mm 

BMI 

 
BMI = weight/height² 

 

DIABETIC 

PREDICTION 

FUNCTION 

 

Body mass index (weight in kg/(height)2 in m) (BMI or 

x6), 7. Diabetes pedigree function (DPF or x7), 8. Age 

(years) (AGE or x8), and 9. Class variable (non-diabetes = 

0 or diabetes =1)(CV or x9). 

AGE Patient Age(in years) 

OUTCOME Target column(1=yes; 0= No) 

 

2. METHADOLOGY 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 

 

2.1 Data Visualization 

Data visualization helps to understand the data better by putting it in a visual form. In 

this phase, data are represented in the form of bar chart. The analysis reveals the 

percentage of people affected by diabetes diseases. It also displays the information of 

the dataset such as age, blood pressure, pregnancies, and glucose. Apart from that, it 

predicts how many people are affected by diabetes from 768. For displaying output, 

the graphical representation functions such as plot axis, pyplot, and several others 

have been used. 

 

2.2Training Dataset 

PRE-PROCESS 

       DATA 

CLASSIFICATION ALGORTIHM 

SUCH AS LOGISTIC REGRESSION, 

NAÏVE BAYES CLASSIFIER,K-

NEAREST NEIGHBOUR  AND 

SUPPORT VECTOR MACHINE (SVM) 

COMPARATIVE ANALYSIS 

BASED ON ACCURACY              

RESULTS 

INDIAN 

DIABETES 

DATASET 

PERFORMANCEEVALUATION 
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This section includes the removal of outliers and standardizing the data. The 

processed data have been used for creating a model. The data should be pre-processed 

and arranged properly before applying classifiers to the data index. These data should 

be handled carefully before connecting. 

 

 

2.3 Scaling the Dataset 

In this phase, inconsistent data are handled and removed to obtain more precise and 

accurate results. This dataset contains missing values. Few selected attributes such as 

blood pressure, skin thickness, glucose level, and BMI are assigned with missing 

values because these parameters cannot have null values. Then, we normalized all 

values by scaling the dataset. 

 

2.4 Checking the Accuracy of the Dataset 

Classification Accuracy- It is the ratio of number of correct predictions to the total 

number of input samples.  

 

Accuracy = Number of correct predictions 

Total number of predictions made 

 

Logistics Regression algorithm 

➢ Logistic regression is one of the most popular Machine Learning algorithms, 

which comes under the Supervised Learning technique. It is used for predicting 

the categorical dependent variable using a given set of independent variables.  

➢ Logistic regression predicts the output of a categorical dependent variable. 

Therefore the outcome must be a categorical or discrete value. It can be either 

Yes or No, 0 or 1, true or False, etc. but instead of giving the exact value as 0 

and 1, it gives the probabilistic values which lie between 0 and 1.  

➢ Logistic Regression is much similar to the Linear Regression except that how 

they are used. Linear Regression is used for solving Regression problems, 

whereas logistic regression is used for solving the classification problems.  

➢ In Logistic regression, instead of fitting a regression line, we fit an "S" shaped 

logistic function, which predicts two maximum values (0 or 1).  

➢ The curve from the logistic function indicates the likelihood of something such 

as whether the cells are cancerous or not, a mouse is obese or not based on its 

weight, etc. 

➢ Logistic Regression is a significant machine learning algorithm because it has 

the ability to provide probabilities and classify new data using continuous and 

discrete datasets. 

 

Naïve Bayes Classifier 

Naive Bayes classifier is a series of a simple probability classifier based on the use of 

Bayes theorem under the assumption of strong (naïve) independence between features. 

The classifier model assigns class labels represented by feature value to problem 

instances, and class labels are taken from a limited set. For the given item to be 

classified, the probability of each category appearing under the condition of the 

occurrence of the item is solved, whichever is the largest, and the category to be 

classified is considered to be. This prediction of the most likely class by probability is 
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suitable for diabetic prediction. The specific classification formulas are shown in 

equation 1 to 4. Where xp represents people who are at risk of diabetes,Xn represents 

people who are not at risk of diabetes, and X is the dataset. 

 

……1 

…………….2 

…………………………………3 

……………………………………4 

Here D is the attribute with dimension D. 

 

K- Nearest Neighbour(KNN) 

KNN is one of the MLsupervised learning techniques. It is mostly applied in 

classification problems. KNN is used to classify objects depending on the closest 

measure/distance, i.e., the distance between the object and all objects of training data. 

Based on K-neighbors, the item is classified. Positive integer K is defined before 

executing the algorithm. 

➢ K-Nearest Neighbour is one of the simplest Machine Learning algorithms based 

on Supervised Learning technique. 

➢ K-NN algorithm assumes the similarity between the new case/data and available 

cases and put the new case into the category that is most similar to the available 

categories. 

➢ K-NN algorithm stores all the available data and classifies a new data point 

based on the similarity. This means when new data appears then it can be easily 

classified into a well suite category by using K- NN algorithm. 

➢ K-NN algorithm can be used for Regression as well as for Classification but 

mostly it is used for the Classification problems. 

➢ K-NN is a non-parametric algorithm, which means it does not make any 

assumption on underlying data. 

➢ It is also called a lazy learner algorithm because it does not learn from the 

training set immediately instead it stores the dataset and at the time of 

classification, it performs an action on the dataset. 

➢ KNN algorithm at the training phase just stores the dataset and when it gets new 

data, then it classifies that data into a category that is much similar to the new 

data. 

 

Support Vector Machine (Svm) 

SVMisageneralizedlinearclassifierthatperformsbinaryclassificationofdataaccordingtos

upervisedlearning. Its decision boundary is the maximum-margin hyperplane for 

solving learning samples.SVM uses the hinge loss function to calculate empirical risk 

and adds a regularization term to thesolution system to optimize structural risk. It is a 

classifier with sparsity and robustness. SVM canperform non-linear classification 
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through the kernel method, which is one of the common kernellearningmethods. 

 

Data Anaylsis 

Data Analysis is the process of systematically applying statistical and/or logical 

techniques to describe and illustrate, condense and recap, and evaluate data. It has 

been performed on googlecolab. First the data set has been imported into the software, 

then the analysis has been performed. 

 

Data Visualization 

 

 
  Fig 5 

We observe the count for person who has diabetic is 500 and the person who doesn’t 

has diabetic is 268. 

 

 
We observe the count for person who has diabetic is 500 and the person who doesn’t 

has diabetic is 268. 

 
Correlation among the attributes 

• The correlation matrix in machine learning is used for feature selection. It 

represents dependency between various attributes. 

 

Fig 6 
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Co-relation matrix 

Co-relation matrix interpretation 

 

• The magnitude 1 indicatingcorrelation between same attributes. 

• Like wise the darker the colour will be stronger will be the relationa whereas 

fader the colour will be loosely the relation will be 

• Age is strongly related with the glucose level, pregnancies, whereas it is not 

having any relation with BMI achieved. 

• Similarly, resting glucose level, is also related with the blood pressure level 

and oldpeak. 

• Maximum blood pressure is not having any link with old peak. 

 

Distribution Plot 

 

 
The above function represents the person has diabetic or not. 

 

 
 

• The above distribution plot shows the orange line represent the person is diabetic 

and blue line shows the person is not diabetic. 
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• The above distribution plot shows the orange line represent the person is diabetic 

and blue line shows the person is not diabetic with respect to glucose level. 

 

 
 

• The above distribution plot shows the orange line represent the person is diabetic 

and blue line shows the person is not diabetic with respect to blood pressure level. 
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• The above distribution plot shows the orange line represent the person is diabetic 

and blue line shows the person is not diabetic with respect to skin thickness level. 

 

 

 
 

• The above distribution plot shows the orange line represent the person is diabetic 

and blue line shows the person is not diabetic with respect to insulin level. 
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• The above distribution plot shows the orange line represent the person is diabetic 

and blue line shows the person is not diabetic with respect to BMI level. 

 

 

 
 

• The above distribution plot shows the orange line represent the person is diabetic 

and blue line shows the person is not diabetic with respect to diabetic prediction 
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function level. 

 

 

 
 

• The above distribution plot shows the orange line represent the person is diabetic 

and blue line shows the person is not diabetic with respect to age of a person. 

 

Pairplot For The All 8 Variable 
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                                                           Fig 8 

 

The above pair plot shows the all 8 variable if person is diabetic or not. Where orange 

indicate the outcome values. 

 

*Logistic Regression 

Here, the logistic regression is a regression model where the dependent variable is 

categorical. 

The prediction will be 0 or 1, Yes or No 

Pima daibetes dataset contain all numerical values 

 

 
*Train and Test the Dataset 

here we train the dataset for the model 

. 

 
 

*Scaling the dataset 

here we scaling the dataset which indicate that 1 is person is diabetic. 
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* Train and Test the Dataset 

• Here we train the dataset for classification model used in the prediction 

function. 

 

 

 
 

*Checking the accuracy of the model 
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• Here we check the accuracy of the model which gives 72% accuracy in this 

model 

 

*Naive Bayes classifier 

It is easy and fast to predict class of test data set. It also perform well in multi class 

prediction. 

 

 

 
 

• Here we check the accuracy of naïve bayes classifier model which gives 77% 

accuracy in this model. 

 

*K-Nearest Neighbour 

K-nearest neighbors (KNN) algorithm is a type of supervised ML algorithm which 

can be used for both classification as well as regression predictive problems. 

KNN algorithm the nearest distance is calculated. 

from sklearn.neighbors import KNeighborsClassifier 

neighbors=np.arange(1,9) 

train_accuracy=np.empty(len(neighbors)) 

test_accuracy=np.empty(len(neighbors)) 

for i,k in enumerate(neighbors): 

    knn=KNeighborsClassifier(n_neighbors=k) 

    knn.fit(xtr,ytr) 
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    train_accuracy[i]=knn.score(xtr,ytr) 

    test_accuracy[i]=knn.score(xts,yts) 

plt.xlabel('neighbors of number') 

plt.ylabel('accuracy') 

plt.title('k-NN Varying number of neighbors') 

plt.plot(neighbors, test_accuracy, label='Testing Accuracy') 

plt.plot(neighbors, train_accuracy, label='Training accuracy') 

plt.legend() 

plt.show() 

 

 
                                                                              Fig 9 

 

from sklearn.model_selection import train_test_split 

xtr,xts,ytr,yts=train_test_split(ip,op,test_size=0.1) 

from sklearn.preprocessing import StandardScaler 

sc=StandardScaler() 

sc.fit(xtr) 

xtr=sc.transform(xtr) 

xts=sc.transform(xts) 

knn=KNeighborsClassifier(n_neighbors=3) 

knn.fit(xtr,ytr) 

yp=knn.predict(xts) 

from sklearn import metrics 

cm=metrics.confusion_matrix(yts,yp) 

print(cm) 
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• Here we check the accuracy of  KNN  model which gives 77% accuracy in this 

model. 

 

*Support Vector Machines-SVM 

Support vector machines (SVMs) are powerful yet flexible supervised machine 

learning algorithms which are used both for classification and regression. 

from sklearn.model_selection import train_test_split 

xtr,xts,ytr,yts=train_test_split(ip,op,test_size=0.3) 

from sklearn.preprocessing import StandardScaler 

sc=StandardScaler() 

sc.fit(xtr) 

xtr=sc.transform(xtr) 

xts=sc.transform(xts) 

from sklearn import svm 

alg=svm.SVC(C=30,gamma=0.03) 

 

*Train the algorithm with training data 

alg.fit(xtr,ytr) 

yp=alg.predict(xts) 

from sklearn import metrics 

cm=metrics.confusion_matrix(yts,yp) 

print(cm) 

 
from sklearn import metrics 

accuracy=metrics.accuracy_score(yts,yp) 

print(accuracy) 

 
recall = metrics.recall_score(yts,yp) 

print(recall) 

 
• Here we check the accuracy of  SVM  model which gives 74% accuracy in this 
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model. 

 

*Decision Tree 

Decision tree is a type of supervised learning algorithm (having a predefined target 

variable) that is mostly used in classification problems. It works for both categorical 

and continuous input and output variables. 

 

*Spliting training and testing data 

from sklearn.model_selection import train_test_split 

xtr,xts,ytr,yts=train_test_split(ip,op,test_size=0.2) 

 

*Standard scalar transform 

from sklearn.preprocessing import StandardScaler 

sc=StandardScaler() 

sc.fit(xtr) 

xtr=sc.transform(xtr) 

xts=sc.transform(xts) 

 

*Model training 

from sklearn.tree import DecisionTreeClassifier 

dtc=DecisionTreeClassifier(criterion='gini') 

 

*Train Decision Tree Classifer 

dtc=dtc.fit(xtr,ytr) 

 

*Predict the response for test dataset 

y_pred=dtc.predict(xts) 

from sklearn import metrics 

cm=metrics.confusion_matrix(yts,y_pred) 

print(cm) 

 
accuracy=metrics.accuracy_score(yts,y_pred) 

print(accuracy) 

 
recall=metrics.recall_score(yts,y_pred) 

print(recall) 

 
• Here we check the accuracy of all model with decision tree which gives which 

model is best fitted for prediction for diabetes then the accuracy is 72% in this model. 

 

3. CONCLUSION 

 

Diabetes is a chronic disease that continues to be a significant and global concerns in 

ceita effects the entire population’s health. It is a metabolic disorder that leads to high 

blood sugar levels and many other problems such as stroke, kidney failure, and heart 
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and nerve problems. Several researchers have attempted to construct an accurate 

diabetes prediction model over the years. However, this subject still faces significant 

open research issues due to a lack of appropriate data sets and prediction approaches, 

which pushes researchers to use big data analytics and machine learning based 

methods. Applying four different machine learning methods, the research tries to 

overcome the problems and investigate healthcare predictive analytics. The study’s 

primary goal was to see how big data analytics and machine learning-based 

techniques may be used in diabetes. The examination of the results show that the 

suggested ML-based framework may achieve a score of 86. Health experts and other 

stakeholders are working to develop categorization models that will aid in the 

prediction of diabetes and the formulation of preventative initiatives. The authors 

perform a review of the literature on machine models and suggest an intelligent 

framework for diabetes prediction basedon their findings. Machine learning models 

are critically examined, and an intelligent machine learning-based architecture for 

diabetes prediction is proposed and evaluated by the authors. In this study, the authors 

utilize our framework to develop and assess decision tree, NAÏVE BAYES 

CLASSIFIER (NBC) and support vector machine (SVM) learning models for diabetes 

prediction, which are the most widely used techniques in the literature at the time of 

writing. It is proposed in this study that a unique intelligent diabetes mellitus 

prediction framework (IDMPF) is developed using machine learning. According to 

the framework, it was developed after conducting a rigorous review of existing 

prediction models in the literature and examining their applicability to diabetes. Using 

the framework, the authors describe the training procedures, model assessment 

strategies, and issues associated with diabetes prediction, as well as solutions they 

provide. The findings of this study may be utilized by health professionals, 

stakeholders, students, and researchers who are involved in diabetes prediction 

research and development. The proposed work gives 74% accuracy with the minimum 

errorrate. 
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